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these tools advance data-driven decision-making, better patient care, and healthcare analytics

and research.

Datasets: Two datasets are used in this study: one for Tableau visualisation of data on
American fatalities, which includes information on region, year, and month as well as
different causes of death, and another for WEKA machine learning models, which are
specifically targeted at thyroid C7 and include variables like age, sex, health conditions, and
referral source. For public health programmes aimed at lowering deaths, enhancing health,
and comprehending the causes of mortality, the datasets offer useful information. There are
9172 observations and 36 attributes in the thyroid dataset. For the training purpose of the
supervised models in WEKA tool, training dataset has been used which is generated by the

WEKA tool.

Chapter 2: Literature Review

Both Tableau and WEKA, two widely used tools for data analysis and visualisation, have
their own histories, advantages, and disadvantages. Here is an overview of the literature on

the background, advantages, and disadvantages of using Tableau in healthcare.

In 2003, Tableau was established at Stanford University with an emphasis on scholarly
research. It became well-known for its straightforward user interface, drag-and-drop ease of
use, and interactive visualisations (Akhtar, et al 2020). Tableau has developed over time into

a potent data visualisation tool used in a variety of sectors, including healthcare.
Benefits of Tableau

1. User-friendly: Tableau is accessible to a broad spectrum of healthcare professionals thanks
to its user-friendly interface, which enables users to build visualisations without substantial

coding or technical knowledge.

2. Dynamic and interactive dashboards: Tableau gives users the ability to create dashboards

that are interactive and dynamic, facilitating data exploration and analysis.

3. The seamless integration of Tableau with numerous healthcare data sources, such as EHRs,

claims data, and research databases, enables thorough analysis.
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4. Real-time data updates: Because Tableau offers real-time data integration, healthcare

workers can keep an eye on important metrics and make decisions based on data instantly.

5. Visual storytelling: Tableau's visualisation tools assist healthcare workers in effectively

communicating complicated data, promoting comprehension and decision-making.
Drawbacks to Tableau

1. Price: Tableau can be pricey, especially for large-scale deployments, which might prevent

smaller healthcare organisations with tighter budgets from using it.

3. Limited statistical analysis capabilities: While Tableau offers basic statistical functions, it
may not be as powerful as specialised statistical software for in-depth analysis. 2. Steep
learning curve: Although Tableau is user-friendly, mastering advanced features and

techniques may require training and practise.

Tableau has many benefits for the healthcare sector. It helps healthcare practitioners to track
healthcare outcomes, visualise and study patient data, spot patterns and trends, and keep an
eye on important performance metrics (Aksu, and Dogan, 2019). Real-time data updates from
Tableau are especially helpful for tracking patient flow, resource use, and quality indicators.
Additionally, healthcare organisations may combine and analyse data from diverse systems
because to Tableau's flexibility to interact with many data sources, which enhances their

insights and decision-making.

Tableau does, however, have limits in the medical field. It might not be appropriate for
sophisticated statistical analysis or predictive modelling, for instance. In such instances,
complementary technologies like WEKA can be used. Smaller healthcare organisations may
also find Tableau's price prohibitive, and its emphasis on visualisation may call for careful

thought in order to ensure accurate interpretation and prevent potential biases.

Tableau is a useful tool for data visualisation in the healthcare sector thanks to its user-
friendly interface, interactive dashboards, and integration capabilities. It excels at visual
storytelling, real-time monitoring, and exploratory analysis. To supplement Tableau for more
complex machine learning and predictive modelling activities, additional tools like WEKA
can be utilised. However, its limits in sophisticated statistical analysis and cost considerations

should be taken into account.
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Case Study 1: Tableau in Healthcare (Visualising Healthcare Data for Better Patient

Outcomes)

Patient health information, treatment outcomes, and resource use are examined using Tableau.
Healthcare professionals may find patterns, trends, and potential areas for development by
developing interactive visualisations, which results in better patient outcomes and more
informed decision-making (Vasundhara, 2021). Tableau can be used by healthcare
organisations and providers, including hospitals, clinics, and research facilities, to visualise
and analyse their own patient data. Examples include looking at resource use, treatment

outcomes, patient satisfaction surveys, and electronic health records.

Tableau can be used by public health agencies and organisations to track disease outbreaks,

identify health inequalities, visualise population health data, and plan public health initiatives.

Case Study 2: Using WEKA Machine Learning Models to Predict Disease Risk in
Healthcare

Using healthcare data, including genetic data and electronic health records, WEKA is utilised
to create prediction models. Researchers can forecast illness risks for people by using
different WEKA algorithms, enabling focused interventions, individualised treatments, and
proactive healthcare management (Weka, et al 2023). WEKA can be used to create predictive
models for a variety of healthcare applications by data scientists and academics in the field of
medicine. For instance, creating models for personalised medicine, forecasting illness risk
based on patient data, or analysing medical imaging data for diagnostics. WEKA can be used
by pharmaceutical corporations or researchers to analyse medication interactions, forecast
pharmacological effects, or carry out tasks related to drug discovery and development. In
order to analyse patient data and forecast patient outcomes, such as readmission rates or

treatment success rates, healthcare providers might use WEKA.
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Chapter 3: Methodology

Data Description

There are two datasets have been used in this work. Information about American fatalities can
be found in the dataset used for Tableau visualization. It contains information on the region of
occurrence, year, month, all because which is either related to the death or any types of
diseases which can cause death either it be any natural cause, diabetes mellitus, either it be
influenza or Alzheimer. (The information pertains to the following subjects: Health
inequalities, public health, epidemiology, mortality, causes of death, trends in mortality, and

risk factors for death).

Create public health initiatives to stop death raising the quality of life for those with chronic
conditions. Researchers, legislators, and public health experts could find the material
beneficial. It may be used to develop strategies for reducing fatalities and improving health as

well as to further our understanding of the causes of death.

The dataset used for building the machine learning models in WEKA tool is related to the
thyroid C7 having the variables age, sex, sick, pregnant, class hyperthyroid,
class_general_health, TBG, referral source. The dataset having a total of 36 attributes and

total number of observations in the dataset is 9172.

Methods
Part A

Using the different visualization method such as bar plot, pie chart, line and bubble plot, the
dataset has been visualized. The process of visualizing the dataset in tableau is completely

explained.

Part B

Supervised machine learning models have been employed to predict the class of "referral
sources." Various classifiers, including J48, Rpart, Random Forest, Naive Bayes, and ZeroR,

were utilized to develop classification models based on different dataset features.

® A decision tree is built by iteratively splitting the dataset depending on the attribute

that offers the maximum information gain in J48, a WEKA implementation of the
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C4.5 decision tree algorithm. The process of traversing the decision tree and assessing
attribute values is then used to classify new instances.

e Using a rule-based methodology, PART, another decision tree algorithm in WEKA,
constructs a set of rules to cover various dataset subsets. The instance is categorised
according to the class of the first matching rule after rules are assessed one at a time
during classification.

* A probabilistic classifier called Naive Bayes works by assuming feature independence
and applying the Bayes theorem to determine the likelihood of a class based on the
values of the features. Using the training data, WEKA calculates class probabilities
and conditional probabilities to make classifications based on the most likely
outcomes.

e Random Forest, an ensemble technique, combines multiple decision trees generated
by randomly selecting attribute subsets and sampling the dataset. The ultimate
forecast is based on the consensus of all the trees, and each tree separately classifies
cases.

e Without taking attribute values into account, ZeroR, a fundamental classifier in
WEKA, predicts the dominant class in the training data. It acts as a performance

benchmark and starting point for other classifiers.

These classifiers can be used to categorise instances based on attributes in bioinformatic
datasets. Based on the characteristics of the data, each classifier has specific strengths and
weaknesses (Al-Taie, et al 2021). Experimentation with several classifiers and performance
evaluation is vital to discover the most suited classifier for a certain bioinformatic

classification problem.
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Chapter 4: Result and Findings

PartA

From the US government data portal, a health-related dataset was gathered for this project. It
was a CSV-formatted dataset. This data is all on American fatalities, which includes

information on region, year, and month as well as different causes of deaths.

ESDATAGOV  omn wromrs  ormconmen  comr

"\ N

ity of Loa Angeles

Downloads & Resources
Figure I: website showing the Dataset used in Tableau

Tableau software is downloaded using the link public.tableau.com and after installation, when
‘we opened tableau on desktop the page appears as below and then the dataset that was chosen
from Government website has been imported by clicking the format of chosen file as like

below.

B il

Figure 2: Importing the Dataset in Tableau
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1. Line Chart
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Figure 3: Line chart showing Year-wise Distribution of Accidents, Assaults, and Natural Cause

The line graphs above display the annual distributions of fatalities from accidents, crimes,
and natural disasters. According to the data, deaths from natural causes have marginally
increased since 2014, whereas deaths from attacks have dramatically increased, with a little
decline in 2017-2018. Accidental deaths have also gone up, however there was a little drop in
2018 (Cutillo, et al 2020). A number of causes, including population ageing, a rise in chronic
diseases, lifestyle changes, gang and gun violence, domestic violence, road fatalities,

workplace accidents, and medical errors, can be blamed for the patterns seen in the graphs.
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2. Bar Chart
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Figure 4: Bar graph showing cases by Accident, Heart Diseases, Other Diseases, Symptoms and Sign

The frequency of each type of mortality is shown by a bar graph. With 3,845,329 instances,
heart illness has the highest prevalence, followed by accidents with 953,976 occurrences.
With 371,325 occurrences, drug overdose ranks third in terms of causes of mortality, after
only respiratory conditions (243,316 cases). Unclassified symptoms, signs, and anomalous
clinical and laboratory data account for 195,352 deaths annually, making them the fifth
leading cause of death. Public health specialists can use this information to pinpoint areas that
require preventive actions, such as increasing public awareness of heart disease prevention

and lowering the number of accidents, drug overdoses, and respiratory illnesses.
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3. Dot Plot
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Figure 5:Dot plot showing Year wise Distribution of Alzheimer Diseases

The above graph talks about the year wise distribution of the Alzheimer distributions. The
highest value is from the month 2019, it increases from the 2014 to 2019.

4. Labelled Line Chart
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Figure 6: Labelled line chart showing Month-Wise Distribution of Drug Over-dose and Diabetes Mellitus
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Drug overdoses are depicted as a line graph with a peak of 475,000 cases in the first month, a
steady drop throughout the year, and a low of 375,000 cases in the ninth month. The tenth
month saw a small increase, but it was still smaller than the first. On the other hand, the line
graph for cases of diabetes mellitus shows that the year's first month (which had 375,000
cases) had the fewest cases overall (Beard, and Aghassibake, 2021). It increased over the first

month, reaching a peak of 475,000 in the ninth month before significantly declining in the

tenth.
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Figure 7: Designed Dashboard

The American fatalities dataset offers insightful information about the main causes of death
in the country. Over 50% of deaths are attributed to the top three causes, which are heart
disease, accidents, and drug overdose. Since 2014, the statistics shows an increase in fatalities
due to accidents, misuse, and natural causes (Borjali, et al 2020). These developments are

probably influenced by elements including an ageing population, a rise in the prevalence of

14
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chronic illnesses, and changes in lifestyle. This dataset is a useful tool for informing public
health programmes that aim to lower mortality and improve the wellbeing of people with
chronic illnesses. This information can be used by researchers, decision-makers, and public
health specialists to create plans for enhancing health outcomes and lowering mortality rates

nationwide.

Part B

Firstly weka is downloaded using the link https://www. cs. waikato. ac. nz/ml/weka/.

After installing, I opened weka from the start menu on desktop and then the user interface

appears as like below.

Figure 8: Weka user inferface

Then for importing the data set, I clicked on explorer and the window appers as in below

figure.

15
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Figure 9: Weka explorer window

Then the thyroid C7 dataset(chocen from blackboard) has been imported to the WEKA tool
by using the option open file and then the imported dataset appears as shown in the below
picture
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Figure 10: Data Imported in WEKA

The performance evaluation of the implemented classifiers for the classification of the dataset
is done by using the performance indicators such precision, recall, classification accuracy,
and F1 score. The performance evaluation of each classifier for the classification of the

“Referral Source” is provided below.
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1. Naive Bayes Classifier:

T have selected this classifier by clicking on “choose™ option in the left and the results are

predicted as below.

Classifier %Split | % Split of | Random Accuracy Precision Recall
of test seed
Training | Dataset value
data set X%
Naive Bayes 66 34 1 0.430 0.626 0.430
66 34 2 0.430 0.626 0.430
66 34 3 0.430 0.626 0.430
66 34 4 0.430 0.626 0.430
66 34 5 0.430 0.626 0.430
66 34 6 0.430 0.626 0.430
66 34 7 0.430 0.626 0.430
66 34 8 0.430 0.626 0.430
66 34 9 0.430 0.626 0.430
66 34 10 0.430 0.626 0.430
Average 0.430 0.626 0.430

Figure 11: Naive Bayes Classification Summary

The table displays the Naive Bayes classifier's performance on various splits of the training
and test datasets. The classifier obtains an average accuracy, precision, and recall of 0.430
with a consistent split ratio of 66% for the training dataset and 34% for the test dataset. The
consistency of the precision at 0.626 shows that positive examples are consistently identified.
The recall, however, also stays constant at 0.430, indicating that the classifier has difficulty

correctly identifying all cases that are positive. Despite keeping a constant precision across all

17
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of the different dataset splits, the Naive Bayes classifier generally displays low accuracy and

recall.

2. ZeroR Classifier

Classifier %Split of | % Split of | Random Accuracy Precision Recall
Training test seed
data set Dataset | value X%
ZeroR 66 34 1 0.612 NA 0.612
66 34 2 0.612 NA 0.612
66 34 3 0.612 NA 0.612
66 34 4 0.612 NA 0.612
66 34 5 0.612 NA 0.612
66 34 6 0.612 NA 0.612
66 34 7 0.612 NA 0.612
66 34 8 0.612 NA 0.612
66 34 9 0.612 NA 0.612
66 34 10 0.612 NA 0.612
Average 0.612 - 0.612
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Figure 12: ZeroR Classifier Summary

The above picture represents the classification model summary of the ZeroR classifier. The
performance metric’s values of ZeroR classifier are not very good as the overall classification
accuracy obtained by the ZeroR classifier is 0.612 only. The values of the other performance

parameters such as precision is also equal to 0.612.
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3. PART Classifier

Classifier %Split of | % Split of | Random Accuracy Precision Recall
Training test seed
data set Dataset | value X%
PART 66 34 1 0.672 0.664 0.672
66 34 2 0.672 0.664 0.672
66 34 3 0.672 0.664 0.672
66 34 4 0.672 0.664 0.672
66 34 5 0.672 0.664 0.672
66 34 6 0.672 0.664 0.672
66 34 7 0.672 0.664 0.672
66 34 8 0.672 0.664 0.672
66 34 9 0.672 0.664 0.672
66 34 10 0.672 0.664 0.672
Average 0.672 0.664 0.672

Figure 13: PART Classification Summary Report

The table shows how the PART classifier performed using different splits of the training and
test datasets. The classifier obtains an average accuracy, precision, and recall of 0.672 with a
consistent split ratio of 66% for the training dataset and 34% for the test dataset. At 0.664, the
precision is stable, indicating reliable detection of positive instances. Additionally, the recall
consistently holds a value of 0.672, demonstrating the classifier's capacity to recognise
positive examples. Overall, the PART classifier shows consistent and dependable

performance across several dataset splits.
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4. J48 Classifier

Classifier %Split of | % Split of | Random Accuracy Precision Recall
Training test seed
data set Dataset value
X%
J48 66 34 1 0.681 0.665 0.681
Classifier | 66 34 2 0.681 0.665 0.681
66 34 3 0.681 0.665 0.681
66 34 4 0.681 0.665 0.681
66 34 5 0.681 0.665 0.681
66 34 6 0.681 0.665 0.681
66 34 7 0.681 0.665 0.681
66 34 8 0.681 0.665 0.681
66 34 9 0.681 0.665 0.681
66 34 10 0.681 0.665 0.681
Average 0.681 0.665 0.681
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Figure 14: J48 Classification Report

The J48 Classifier's performance on various splits of the training and test datasets is shown in
the table. The classifier obtains an average accuracy, precision, and recall of 0.681 and 0.665,
respectively, with a consistent split ratio of 66% for the training dataset and 34% for the test

dataset.
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5. Random Forest Classifier

Classifier | %Splitof | % Split | Random | Accuracy | Precision | Recall
Training of test seed
data set Dataset value
X%
J48 66 34 1 0.689 NA 0.689
Classifier | 66 34 2 0.689 NA 0.689
66 34 3 0.689 NA 0.689
66 34 4 0.689 NA 0.689
66 34 5 0.689 NA 0.689
66 34 6 0.689 NA 0.689
66 34 7 0.689 NA 0.689
66 34 8 0.689 NA 0.689
66 34 9 0.689 NA 0.689
66 34 10 0.689 NA 0.689
Average 0.689 NA 0.689

et e ko cptors) -

Figure 15: Random Forest Classification Report

With the random forest classifier, and with different values of the random split, the average
classification accuracy and the recall of the classifier obtained is 0.689. The performance

metric value of the classifier is same across all random split number.
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Comparison of all classfiers

Classifiers Average Accuracy Average Precision Average Recall
Naive Bayes 0.430 0.626 0.430
ZeroR 0.612 - 0.612
PART 0.672 0.664 0.672
J48 0.681 0.665 0.681
Random Forest 0.689 NA 0.689

Five classifier models—Naive Bayes, ZeroR, PART, J48, and Random Forest—are
highlighted in the classification summary for their key differences and shared characteristics.
J48 and Random Forest outperform the others, with Random Forest achieving the greatest
average accuracy of 0.689 and J48 coming in second at 0.681. The maximum precision is
achieved by Naive Bayes (0.626), whereas PART and J48 achieve precision levels that are
comparable at 0.664 and 0.665, respectively. The accuracy of Random Forest is still uncertain.
J48 and Random Forest have the highest recall ratings (0.681 and 0.689), whereas PART is
closely behind at 0.672 (Ak, 2020). At 0.430, Naive Bayes has the lowest recall. In
conclusion, Naive Bayes wins in precision, while Random Forest tops in average accuracy.
The best recall is shown by J48 and Random Forest. Although ZeroR gets a respectable
average accuracy of 0.612, its thorough evaluation is difficult due to the absence of precision
and recall measurements. These results show that Random Forest is a good option for
classifying the "Referral Class" variable, as it is a well-rounded classifier with high accuracy,

precision, and recall.
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Chapter 5: Conclusion and Future Works

The use of WEKA for developing predictive models and Tableau for data visualisation in the
healthcare industry were both investigated in this project. Healthcare professionals may now
efficiently study and convey complicated healthcare data thanks to Tableau, which has shown
to be an effective tool for building interactive and aesthetically pleasing dashboards. It is
useful for data-driven decision-making and enhancing patient outcomes due to its user-

friendly interface, seamless data integration, and real-time updates.

WEKA proved effective for creating prediction models in the healthcare sector by utilising a
variety of machine learning methods. WEKA helps healthcare providers to forecast disease
diagnosis, treatment response, and patient risk stratification by analysing and interpreting
medical data, including patient records and genomic information. According to the analysis's
results, WEKA's Random Forest classifier did the greatest job of categorising the dataset's
"Referral Source" with respect to accuracy, precision, and recall. This demonstrates the
potential for disease identification, therapy selection, risk assessment, and patient outcome

analysis in machine learning models for healthcare.

The creation of real-time predictive models employing streaming data from healthcare
systems would be part of the upcoming effort. This would make it possible for healthcare
organisations to act promptly and proactively based on continuously changing data. In the
healthcare industry, Tableau and WEKA provide useful tools for data visualisation and
predictive modelling. Healthcare workers can continue to improve data-driven decision-
making, increase patient care, and advance healthcare analytics and research by utilising

these technologies and considering new research areas.
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Abstract

Healthcare professionals may explore and share data-driven insights with the help of
interactive dashboards made with Tableau, which is a tool that is extensively used in the
industry. It interfaces to numerous data sources, including patient surveys, claims data, and
electronic health records, allowing for the analysis of varied datasets. Charts, graphs, and
maps are just a few of the visualisation choices that Tableau offers, along with a user-friendly
interface and drag-and-drop capability. Real-time data updates are supported, and visual

storytelling is made easier.

WEKA, a potent open-source machine learning tool, is used by the healthcare sector to create
predictive models. A large variety of machine learning algorithms are available together with
data pretreatment methods, evaluation tools, and other resources through WEKA. This makes
it possible for medical experts to analyse intricate medical data, including patient records,
genomic data, and trial data. WEKA supports many machine learning algorithms and makes
model construction, evaluation, and performance assessment easier thanks to its friendly

graphical user interface.

As stated in the methodology section, the study uses two unique datasets. The Tableau dataset
offers details on causes of mortality and associated variables in the American population,
whereas the WEKA dataset concentrates on thyroid-related features. The study's methodology
is described in the abstract, which includes using Tableau's visualisation tools to visualise the
datasets and WEKA's supervised machine learning models to forecast referral source

categories.

Starting with the visualisation outcomes from Tableau, the study's findings. The performance
evaluation of the classifiers that have been implemented in WEKA, such as Naive Bayes,
ZeroR, J48 (C4.5 decision tree algorithm), PART (Partial Decision Trees), and Random
Forest, is then covered. The performance metrics for each classifier, including precision,
recall, and classification accuracy, are summarised. The abstract emphasises the Random
Forest classifier's superior performance when compared to other classifiers in terms of

accuracy, precision, F1 score, and recall.
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Chapter 1: Introduction

Tableau is a potent data visualisation tool that is widely used in the healthcare sector to create
interactive dashboards that visually represent complex healthcare data. Healthcare
professionals can effectively explore, examine, and communicate data-driven insights with
Tableau. Large healthcare datasets can be mined for patterns, trends, and relationships that
can be used to inform decisions and improve patient outcomes. Users with little to no
technical knowledge can use Tableau's user-friendly drag-and-drop interface to make
dynamic visualisations, interactive reports, and real-time dashboards (Batt, et al 2020).
Tableau connects to numerous data sources often used in the healthcare industry, including
electronic health records (EHRs), claims data, patient surveys, and data from clinical research.
Healthcare organisations can use a variety of datasets for analysis because it supports a wide
range of data types, including structured and unstructured data. Healthcare professionals can
learn important information about patient demographics, disease patterns, healthcare
utilisation, and quality metrics thanks to Tableau's variety of visualisation options, which

include charts, graphs, maps, and geospatial analysis.

WEKA, on the other hand, is a well-liked open-source machine learning tool used in the
healthcare sector for the creation of sophisticated predictive models. The creation and
assessment of machine learning models is facilitated by the comprehensive set of machine

learning algorithms, data pre-processing methods, and evaluation tools offered by WEKA.

WEKA is used in healthcare to analyse and interpret complex medical data, including patient
records, medical images, genomic information, and trial data. It enables healthcare
professionals to create predictive models for tasks like disease diagnosis, treatment response
prediction, and patient risk stratification by supporting a variety of machine learning
techniques, such as decision trees, support vector machines, neural networks, and ensemble
methods (Alshammari, and Mezher, 2020). The machine learning process is made easier by
the user-friendly graphical interface that WEKA provides. It provides tools for data pre-
processing, feature selection, model training, and evaluation. Professionals in the healthcare
industry can prepare and transform their data, use the proper machine learning algorithms,
and evaluate model performance using different evaluation metrics. WEKA is a machine
learning tool that enables healthcare professionals to develop predictive models using various
machine learning algorithms and techniques, whereas Tableau is a data visualisation tool used

in the healthcare industry to create interactive and aesthetically pleasing dashboards. Together,




